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Abstract

We propose a 2-approximation algorithm for the maximum independent set problem for a unit disk graph. The time and space complexities are $O(n^3)$ and $O(n^2)$, respectively. For a penny graph, our proposed 2-approximation algorithm works in $O(n \log n)$ time using $O(n)$ space. We also propose a polynomial-time approximation scheme (PTAS) for the maximum independent set problem for a unit disk graph. Given an integer $k > 1$, it produces a solution of size $\frac{1}{1+\frac{1}{k}}|OPT|$ in $O(k^4n^{2k}\log k + n \log n)$ time and $O(n + k \log k)$ space, where $OPT$ is the subset of disks in an optimal solution and $\sigma_k \leq \frac{k}{1+k} + 2$. For a penny graph, the proposed PTAS produces a solution of size $\frac{1}{1+\frac{1}{k}}|OPT|$ in $O(2^{2k}\log k + n \log n)$ time using $O(2^{2k} + n)$ space.
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1 Introduction

Unit disk graphs play an important role in formulating several problems in mobile ad hoc networks. A unit disk graph $G = (V, E)$ is the intersection graph of a set of circular disks $C = \{C_1, C_2, \ldots, C_n\}$, placed in $\mathbb{R}^2$, each having diameter 1. The center of disk $C_i$ is denoted by $c_i$. Each vertex $v_i \in V$ corresponds to a disk $C_i$, and an edge $(v_i, v_j) \in E$ indicates that the corresponding pair of unit disks $C_i$ and $C_j$ intersect, i.e., $\delta(c_i, c_j) \leq 1$, where $\delta(a, b)$ is the Euclidean distance between a pair of points $a, b \in \mathbb{R}^2$. In a mobile network, if all its base stations have the same range of transmission, then these can be viewed as the vertices of a unit disk graph. Various practical problems on this network can be formulated in terms of a unit disk graph. In this paper, we consider the problem of finding a maximum independent set (MIS) in a given unit disk graph, where the co-ordinates $(x_i, y_i)$ of the center $c_i$ of each disk $C_i$ is given.

The MIS problem for unit disk graph is known to be NP-complete [2]. Thus, research on this topic is concentrated on designing efficient approximation algorithms. Most of the related works assume that the geometric representation, i.e., the layout of the set of unit disks is given. In such an environment, the MIS for unit disk graph is defined as follows:

Given a set $C$ of $n$ circular disks, each of diameter 1, placed arbitrarily in $\mathbb{R}^2$, find a subset $OPT$ of non-intersecting disks in $C$ such that $OPT$ has the maximum cardinality among all possible subsets of non-intersecting disks in $C$.
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Previous works: A dynamic programming based shifting strategy was used by Erlebach et al. [8] to design a polynomial-time approximation scheme (PTAS) for finding a maximum weighted independent set (disjoint disks of maximum total weight) in an intersection graph of \( n \) disks of arbitrary radii. They proposed a \((1 + \frac{1}{k})\)\(^2\)-approximation algorithm\(^1\) in \( n^{O(k^3)} \) time, where \( k \) is an integer greater than 1. Matsui [13] showed that if the centers of a set of \( n \) unit disks lie inside a region bounded by a pair of parallel lines at a distance at most \( k \) apart, then an optimal MIS can be obtained in \( O(n^{4(\frac{2}{k+1})}) \) time. He also gave an approximation algorithm for the MIS problem for unit disk graphs, that produces a solution of size \((1 - \frac{1}{k})|OPT|\), and runs in \( O(n^{4(\frac{2}{k+1}) + 1}) \) time using \( O(n^2) \) space, for any positive integer \( r \geq 2 \). Here \( OPT \) is the subset of disks in an optimum solution.

The concept of thickness was introduced by van Leeuwen [12] to propose a fixed parameter tractable algorithm for the MIS problem for a unit disk graph. An instance of a unit disk layout is said to have thickness \( \tau \) if the region containing the disks can be split into a set of strips of width 1 such that each strip contains at most \( \tau \) disk centers. Further, he showed that an instance of the MIS problem with thickness \( \tau \) can be solved in \( O(\tau^2 2^\tau n) \) time.

Agarwal et al. [1] proposed a 2-approximation algorithm for the MIS problem for the rectangle intersection graph corresponding to a given set of rectangles of fixed size. They also proposed a PTAS for this MIS problem which produces a \((1 + \frac{1}{k})\)\(^2\)-approximation result in \( O(n \log n + n^{2k-1}) \) time for any positive integer \( k \). For a set of arbitrary squares or rectangles of bounded aspect ratio in \( \mathbb{R}^d \), Chan [4] proposed a PTAS that runs in \( O(n^{1/\epsilon d-1}) \) time and space with \( 0 < \epsilon \ll 1 \). They improved the space complexity to \( O(n) \) by sacrificing the running time to \( O(n^{1/\epsilon d}) \). Recently, Chan and Har-Peled [5] addressed the MIS problem for pseudo-disks in the plane. In the unweighted case, for a set of \( n \) pseudo-disks, their algorithm produces a solution of size \((1 - \epsilon)|OPT|\) in \( O(n^{O(1/\epsilon^2)}) \) time; this result is similar to Erlebach’s results [8] for \( n \) disks of arbitrary radii. For the weighted case, they proposed an \( O(n^3) \) time algorithm to produce an independent set of total weight \( \Omega(|OPT|) \), where \( OPT \) is a subset of independent disks that produces maximum weight over all possible independent sets, provided the set of pseudo-disks has linear union complexity.

Our main results: First, we propose a 2-approximation algorithm for the MIS problem for a given unit disk graph. The time and space complexities of our proposed algorithm are \( O(n^3) \) and \( O(n^2) \), respectively. The perspective of this algorithm is that (i) the best known constant factor approximation algorithm available for this problem achieves an approximation factor 3 with time complexity \( O(n^{2k}) \) [14], and (ii) by plugging \( r = 2 \) in Matsui’s PTAS result for the MIS problem of unit disk graph [13], we get a 2-approximation algorithm that runs in \( O(n^8) \) time using \( O(n^4) \) space. Hence, our 2-approximation algorithm is much faster than the best known 2-approximation algorithm for the MIS problem for unit disk graphs.

Second, we consider the MIS problem for a penny graph, which is a special case of unit disk graph where the corresponding unit disks do not overlap, i.e., the distance between any two disk centers is at least 1. Here an intersection between a pair of disks implies that the distance between corresponding centers is exactly 1. The MIS problem for the penny graph is also NP-complete [3]. Our algorithm produces a 2-approximation result for a penny graph in \( O(n \log n) \) time.

Next, we propose a PTAS for the MIS problem for the unit disk graph. It needs to optimally solve a subproblem of the MIS problem where the centers of a set of unit disks lie inside a square region of size \( k \times k \). We show that this problem can be solved in \( O(k^3 n^{\sigma_k \log k}) \) time using \( O(k \log k + \min(\varphi_k, m)) \) space, where \( m \) is the input size of the subproblem, \( \sigma_k \leq \frac{7k}{3} + 2 \) and \( \varphi_k \leq 9((\frac{k}{2})^2)^2 \). We then apply the two level shifting strategy of Hochbaum and Maass [11] to get a solution of the original MIS problem, that is of size at least \( \frac{1}{2(1+\frac{1}{k})}|OPT| \), in \( O(k^3 n^{\sigma_k \log k}) \) time using \( O(n + k \log k) \) space, where \( n \) is the input.

\(^1\)An approximation algorithm for the MIS problem is said to be an \( \alpha \)-approximation algorithm if it produces a solution of size \( \frac{1}{\alpha}|OPT| \), where \( OPT \) is the subset of disks in an optimal solution of the said problem.
size of the original MIS problem. The time complexity of our algorithm is comparable with that of [13]; but its space complexity is \(O(n + k \log k)\) compared to \(O(n^{2k})\) of [13]. For penny graphs, the time and space complexities of our PTAS are \(O(2^{2s}nk + n \log n)\) and \(O(2^{2s} + n)\), respectively.

2 MIS problem for unit disk graphs

A layout of a set \(\mathcal{C}\) of unit disks and the corresponding unit disk graph are shown in Figures 1(a) and 1(b), respectively. An independent set in this unit disk graph consists of a set of disks \(I \subseteq \mathcal{C}\) which are mutually non-intersecting. The objective of the MIS problem is to find the largest subset of disks in \(\mathcal{C}\) which are mutually non-intersecting.

As in the 2-approximation algorithm for the MIS problem of fixed width rectangle intersection graph [1], we split the region containing the members in \(\mathcal{C}\) into a set of \(s \leq n\) disjoint strips \(\{H_1, H_2, \ldots, H_s\}\) of unit height, separated by horizontal lines at \(y\)-coordinates \(\{h_1, h_2, \ldots, h_{s+1}\}\). The \(j\)-th strip \(H_j\) contains the set of disks \(Q_j = \{C_t | C_t \in \mathcal{C} \text{ and } h_j < y_t \leq h_{j+1}\}\) (see Figure 1(c)). Finally, we consider only those strips which contain at least one disk center.
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Figure 1: (a) A layout of unit disks, (b) corresponding unit disk graph, and (c) horizontal lines at distance 1 dividing the region into strips

Matsui [13] showed that if the width of a strip is \(\frac{\sqrt{3}}{2}\), then the intersection graph of unit disks centered inside a strip is a co-comparability graph [9]. Thus, the optimum solution of the MIS problem for such a graph can be computed in \(O(m^2)\) time [13], where \(m\) is the number of disk-centers inside that strip. We show that for a strip of width 1, the optimum solution of the MIS problem inside a strip can be obtained in \(O(m^3)\) time and \(O(m^2)\) space using dynamic programming. Finally, we use this algorithm for designing our 2-approximation algorithm for the MIS problem for the given unit disk graph.

We compute the MIS of disks in each strip separately. Let \(I_j\) denote a maximum independent set of disks whose centers are in the strip \(H_j\). Now observe the following.

**Observation 1.** • if \(|j - k| > 1\), then the disks in \(I_j\) and \(I_k\) are non-intersecting;
• however, disks in \(I_j\) and \(I_{j+1}\) may intersect.

So, both \(I_{S_{\text{odd}}} = \{I_1 \cup I_3 \cup \ldots\}\) and \(I_{S_{\text{even}}} = \{I_2 \cup I_4 \cup \ldots\}\) are independent sets. We report the solution \(I_S\) for the MIS problem as the one among \(I_{S_{\text{odd}}}\) and \(I_{S_{\text{even}}}\) having the larger cardinality. In Theorem 1, we show that \(|I_S| \geq \frac{1}{2}|OPT|\), where \(OPT\) is the optimum solution of the MIS problem for the set of disks \(\mathcal{C}\).

Now, we describe the method of computing the MIS of unit disks whose centers lie in a strip \(H\) of width 1. The following result is pertinent to our method.

**Lemma 1.** Let \(C_1, C_2, C_3\) and \(C_4\) be four disks of unit diameter with centers \(c_1 = (x_1, y_1),\ c_2 = (x_2, y_2),\ c_3 = (x_3, y_3)\) and \(c_4 = (x_4, y_4)\), respectively, lying inside a horizontal strip \(H\) of width 1, and \(x_1 < x_2 < x_3 < x_4\). If \(C_1, C_2, C_3\) are pairwise non-intersecting and \(C_2, C_3, C_4\) are also pairwise non-intersecting, then \(C_1\) and \(C_4\) are also non-intersecting.
Consider the vertical strip $V$ whose left and right boundaries are at $c_1$ and $c_4$, respectively (see Figure 2(a)). As $x_1 < x_2 < x_3 < x_4$, both $c_2$ and $c_3$ are inside the vertical strip $V$. Next, consider two circles $D_1$ and $D_4$ of unit radius centered at $c_1$ and $c_4$, respectively. As the unit disks $C_2$ and $C_3$ are mutually non-intersecting to both $C_1$ and $C_4$, their centers $c_2$ and $c_3$ must be outside the region $D_1 \cup D_4$. So, $c_2$ and $c_3$ are inside the vertical strip $V$ but outside the region $D_1 \cup D_4$. Now, there are the following two possibilities for the positions of $c_2$ and $c_3$:

**Case 1:** $c_2$ and $c_3$ are in different sides of the line segment $c_1c_4$.

**Case 2:** both $c_2$ and $c_3$ are in the same side of the line segment $c_1c_4$.

In Case 1, let $c_2'$ and $c_3'$ be the extreme two intersection points of the line segment $c_1c_4$ with the region $D_1 \cup D_2$ (see Figure 2(a)). So, $\delta(c_2, c_3) \geq \delta(c_2', c_3')$. Here, we can have the following two sub-cases.

**Case 1.1:** $c_2'$ and $c_3'$ are on the same circle (see Figure 2(a)),

**Case 1.2:** $c_2'$ and $c_3'$ are on the different circles (see Figure 2(b)).

In Case 1.1, without loss of generality, assume that $c_2'$ and $c_3'$ are on the circle $D_1$. Here, the line segments $p_1q$ and $c_2'c_3'$ do not intersect with each other but both of them intersect with the line segment $c_1c_4$. Thus the minor arc $c_2'c_3'$ of $D_1$ always contains the minor arc $p_1q$ of $D_1$. Thus $\delta(c_2, c_3) \geq \delta(c_2', c_3') > \delta(p, q) = 2 \times \sqrt{1 - (\delta(c_1, c_4)/2)^2} \geq \sqrt{3}$ as $\delta(c_1, c_4) \leq 1$.

In Case 1.2, the line segments $c_2'c_3'$ and $p_1q$ must be intersecting. Let $k$ be this intersection point (see Figure 2(b)). Consider the triangles $\triangle(c_2'c_3k)$ and $\triangle(pck)$ having common side $c_2c_3$, $\delta(c_2, c_3) = \delta(c_2', c_3') = \delta(c_4, p)$ and $\angle c_2'c_3k \geq \angle pck$. So, $\delta(c_2', k) \geq \delta(p, k)$. Similarly, from the two triangles $\triangle(ckc_3')$ and $\triangle(kc_4q)$, we can show that $\delta(k, c_3') \geq \delta(k, q)$. Thus, here also $\delta(c_2, c_3) \geq \delta(c_2', k) + \delta(k, c_3') \geq \delta(p, k) + \delta(k, q) = \delta(p, q) \geq \sqrt{3}$.

Now, consider the rectangle $R = H \cap V$ which contains $c_1$, $c_2$, $c_3$ and $c_4$. As the longest line segment that can be accommodated inside the rectangle $R$ is its diagonal, which is of length at most $\sqrt{2}$, so $\delta(c_2, c_3) \leq \sqrt{2}$ which contradicts both Case 1.1 and Case 1.2. Thus, Case 1 is not possible.

In Case 2, we have the following two sub-cases:

**Case 2.1:** $c_1$ and $c_3$ are in the same side of the line segment $c_2c_4$ (see Figure 2(c)),

**Case 2.2:** $c_1$ and $c_3$ are in different sides of the line segment $c_2c_4$ (see Figure 2(d)).
In Case 2.1, since \( x_2 < x_3, c_3 \) must be in the triangle \( \triangle(c_2, c_3, m) \), where \( \overline{c_2m} \) is a vertical line (see Figure 2(c)). Here, \( \delta(c_2, c_3) + \delta(c_3, c_4) \leq \delta(c_2, m) + \delta(m, c_4) \leq 2 \). So, the unit disk \( C_3 \) intersects either the unit disk \( C_2 \) or \( C_4 \), which is a contradiction. So, the possibility of case 2.1 is ruled out.

In Case 2.2, as the maximum distance between \( c_1 \) and \( c_4 \) along the boundary of \( R = H \cap V \) is 3, we have \( \delta(c_1, c_2) + \delta(c_2, c_3) + \delta(c_3, c_4) \leq 3 \). This implies that \( \min \{ \delta(c_1, c_2), \delta(c_2, c_3), \delta(c_3, c_4) \} \leq 1 \) (see Figure 2(d)). Thus, at least one of the corresponding pair of disks are intersecting, which contradicts one of the two premises (i) or (ii) above for the lemma. Thus, our initial assumption that \( C_1 \) and \( C_4 \) are intersecting is wrong. This proves that the statement of the lemma is correct.

Let \( Q = \{ C_1, C_2, \ldots, C_m \} \) be a set of \( m \) unit disks whose centers lie in the strip \( H \). We assume that the centers of no two disks have the same \( x \)-coordinate. In our algorithm, we consider the disks in \( Q \) in increasing order of the \( x \)-coordinates of their centers.

We compute the MIS for \( Q \) by maintaining an upper triangular matrix \( \mu \) for the dynamic programming. Its \((j, k)\)-th element corresponds to two non-intersecting disks \( C_j, C_k \), where \( j < k \). The indices of the matrix \( \mu \) are \([0, \ldots, m-1] \times [1, \ldots, m] \), and each element \( \mu[j, k] \) contains the size of the largest independent set containing \( C_j \) and \( C_k \) as the rightmost two elements.

Initially, all the matrix elements contain 0. The disks are processed in increasing order of the \( x \)-coordinates of their centers. When a disk \( C_k \) is being processed, we set \( \mu[0, k] = 1 \) indicating that a singleton element \( C_k \) forms an independent set. In other words, we assume a virtual left most unit disk \( C_0 \) such that \( C_0 \cap C_k = \emptyset \) where \( k \in \{1, 2, \ldots, m\} \). Lemma 1 suggests to compute the \( j \)-th row of the matrix \( \mu \) as follows:

\[
\mu[j, k] = \begin{cases} 
\max_{i=0}^{j-1} \{ \mu[i, j] + 1 | C_i \cap C_k = \emptyset \} & \text{if } C_j \cap C_k = \emptyset, \\
0 & \text{otherwise.}
\end{cases}
\]

The matrix element \( \mu[j^*, k^*] \) having the maximum value is the size of the maximum independent set of \( Q \). The corresponding independent set is reported by executing a backward pass starting from \( \mu[j^*, k^*] \).

In each step, from \( \mu[j, k] \) it moves to \( \mu[i, j] \) (to report \( C_i \)) if \( \mu[i, j] = \max_{\alpha=0}^{i-1} \mu[\alpha, j] \). If there are multiple choices, any one can be chosen for reporting, and the search continues from there. The process continues until \( i = 0 \) is reached.

**Lemma 2.** If the centers of a set of \( m \) unit disks lie inside a strip of width 1, then the dynamic programming procedure, presented above, correctly computes the optimum solution of the MIS problem for the corresponding unit disk graph in \( O(m^3) \) time using \( O(m^2) \) space.

**Proof.** The correctness of our dynamic programming algorithm follows from Lemma 1.

In order to compute each element of the matrix, one needs to consider at most \( m \) entries. Since the number of elements in the matrix \( \mu \) is \( O(m^2) \), the time and space complexity results follow. The backward pass for reporting the independent set needs \( O(m^2) \) time, since reporting of each entry needs scanning a row of the matrix \( \mu \).

**Theorem 1.** Given a set \( C \) of \( n \) unit disks in \( \mathbb{R}^2 \), a subset of at least \( \frac{1}{2} |OPT| \) non-intersecting disks can be obtained in \( O(n^3) \) time using \( O(n^2) \) space, where \( |OPT| \) is a largest subset of mutually non-intersecting disks in the set.

**Proof.** Let \( OPT_{odd} \) (resp. \( OPT_{even} \)) be the set of centers of the unit disks in an optimum solution \( OPT \) that lie in odd (resp. even) numbered strips. Therefore, \( |IS_{odd}| \geq |OPT_{odd}| \), and \( |IS_{even}| \geq |OPT_{even}| \). Thus, \( |IS_{odd}| + |IS_{even}| \geq |OPT| \), and hence we have \( 2 \max(|IS_{odd}|, |IS_{even}|) \geq |OPT| \). This implies that the size of the reported answer \( |IS| = \max(|IS_{odd}|, |IS_{even}|) \geq \frac{1}{2} |OPT| \).
Since the two sets of unit disks in every pair of odd numbered strips are disjoint, the total time required for computing $IS_{odd}$ (MIS for all the odd numbered strips) is $O(n^3)$. The same result holds for computing $IS_{even}$ (MIS for all the even numbered strips). Thus the time complexity result follows.

The space complexity follows from the size of the matrix $\mu$ to be maintained for solving the subproblem corresponding to each strip.

\[\square\]

3 MIS problem for penny graphs

If unit disks do not overlap, then the corresponding unit disk graph is referred as penny graph. In other words, a unit disk graph is a \textit{penny graph} if it has a unit disk representation in which the distance of each pair of two centers is at least 1. We refer the unit disks corresponding to the penny graph as pennies.

The MIS problem for the penny graph is NP-hard [3]. We show that a 2-approximation result of the MIS problem for such a graph can be computed in $O(n \log n)$ time.

As in Section 2, we split the plane into strips of width 1. Considering each strip separately, we compute the maximum independent set among the pennies whose centers lie in that strip. We report the union of the solutions of either the even numbered strips or the odd numbered strips depending on whose size is maximum. Following the same argument as in Theorem 1, it can be shown that the size of this solution is $\frac{1}{2}OPT$, where OPT is a solution of the MIS problem for this penny graph of maximum cardinality.

In order to compute the maximum independent set among the pennies whose centers lie inside a strip, we draw vertical lines at unit distance apart, such that each penny is intersected by a vertical line. Next, we remove those vertical lines which do not intersect any penny.

Lemma 3. A vertical line can intersect at most 4 pennies whose centers are inside a horizontal strip of unit width.

Proof. We will prove the lemma by proving that a vertical line can intersect at most two pennies having their centers in the same side of a vertical line inside a strip of unit width.

For a contradiction, let us assume that there exists more than 2 such pennies which intersect a vertical line $\ell$, and whose centers lie in the same side of $\ell$. Thus, their centers lie in a rectangle of size $\frac{1}{2} \times 1$ whose horizontal sides are aligned with the boundaries of the strip, and one of the vertical sides is aligned with the line $\ell$. Consider a horizontal line segment that split this rectangle into two squares of size $\frac{1}{2} \times \frac{1}{2}$. By pigeonhole principle, one of these squares must contain the centers of at least two pennies. Thus the distance of the centers of these two pennies is at most $\frac{1}{\sqrt{2}} < 1$. This is impossible since two pennies can not properly intersect.

\[\square\]

Figure 3(a) demonstrates an example with 3 pennies whose centers lie in a strip and are intersected by a vertical line.

Suppose we have $r$ vertical lines inside a strip as mentioned above. We then consider an $(r + 2)$-partite node weighted digraph where the set of nodes in the $i$-th set, denoted by $V_i$, consists of all possible independent sets of disks among those intersected by the $i$-th vertical line, $i = 1, 2, \ldots, r$. By Lemma 3, the number of nodes in any $V_i$ can be at most 16. The weight of a node is equal to the number of non-intersecting disks it represents. Further, $V_0$ and $V_{r+1}$ contain dummy nodes $s$ and $t$, respectively, and their weights are 0. In Figure 3(c), an instance is shown (without $s$ and $t$), where the number of nodes corresponding to the vertical lines $V_1$, $V_2$ and $V_3$ are 8, 2 and 4, respectively. The nodes of $V_1$ are $\{\phi, S_1, S_2, S_3, S_{12}, S_{13}, S_{23}, S_{123}\}$, that of $V_2$ are $\{\phi, S_4\}$ and that of $V_3$ are $\{\phi, S_5, S_7, S_9\}$. For a vertical line $V_\alpha$, a node $S_{ijk}$ represents the non-intersecting pennies $\{C_i, C_j, C_k, C_l\}$ intersected by $V_\alpha$. Similarly, nodes $S_{ijk}$, $S_{ij}$ and $S_i$ for $V_\alpha$ are defined. If there is no penny on $V_\alpha$, then we have $\phi$ for $V_\alpha$. Next, there is a directed edge $\overrightarrow{uv}$ between a pair of nodes $u \in V_i$ and $v \in V_j$ if $i < j$ and the disks corresponding
to \( u \) and \( v \) are all pairwise non-intersecting\(^2\). There is no directed edge between a pair of nodes in \( V_i \), \( i = 1, 2, \ldots, r \). We add a directed edge from the node \( s \) to each node in \( \bigcup_{i=1}^{r} V_i \), and also a directed edge from each node in \( \bigcup_{i=1}^{r} V_i \) to the node \( t \). We also have two fields \( \pi(v) \) and \( \mu(v) \) with each node \( v \), where \( \pi(v) \) is the predecessor of \( v \) on the longest weighted path from \( s \) to \( v \), and \( \mu(v) \) indicates the weight of the aforesaid path from \( s \) to \( v \). The maximum independent set of the penny graph is the longest weighted path from \( s \) to \( t \) in this digraph. This can be computed in polynomial time since the digraph is acyclic [7].

Note that we need not explicitly construct the graph. We start from \( s \) and process the vertices of \( V_i \), \( i = 1, 2, \ldots, r \) in order. While considering the vertices in \( V_i \), we assume that each node of \( V_i \) contains the length of the longest path from \( s \) to that node, and we extend the paths from the nodes in \( V_i \) to those in \( V_{i+1} \) and \( V_{i+2} \). Two points need to be noted here:

- while processing the nodes in \( V_i \), the reason for choosing the next two consecutive levels \( V_{i+1} \) and \( V_{i+2} \) is that there may not exist an edge among any pair of nodes \( (u, v) \), where \( u \in V_i \) and \( v \in V_{i+1} \). But, there must exist edges from \( V_i \) to \( V_{i+2} \).
- while processing the nodes in \( V_i \), the reason for not putting any edge between nodes from \( V_i \) to the nodes in the levels \( V_{i+3}, \ldots, V_r \) is that, we need not have to consider the transitively oriented edges for computing the longest path in a digraph.

After processing all the nodes in \( V_i \), the length of the longest path is available at node \( t \). The exact path also can be reported using the \( \pi \) field of the nodes along the longest path in reverse direction starting from the node \( t \). Thus, the time complexity of computing the longest path of the graph corresponding to a strip is dominated by sorting of the centers of the pennies inside that strip. We have the following result.

**Theorem 2.** Given a set of \( n \) pennies (non-overlapping unit disks) in \( \mathbb{R}^2 \), a set of mutually non-intersecting pennies of size at least \( \frac{1}{2} |\text{OPT}| \) can be computed in \( O(n \log n) \) time using \( O(n) \) space, where \( \text{OPT} \) is the largest subset of mutually non-intersecting pennies present in the plane.

---

\(^2\)In Figure 3, the edges from nodes in \( V_1 \) to nodes in \( V_2 \) and \( V_3 \) are shown. For the sake of neatness, the edges (i) from nodes in \( V_2 \) to those in \( V_3 \), from \( s \) to the nodes in \( V_1, V_2, V_3 \) and from the nodes in \( V_1, V_2, V_3 \) to \( t \) are not shown.

The center \( c_5 \) of the disk \( C_5 \) lies outside the strip; so it does not participate in the graph for the current strip.
It needs to be mentioned that if the centers of the pennies have integer coordinates then an optimum solution of the MIS problem for the penny graph can be determined in polynomial time using the following facts:

(a) As the centers of the unit disks are placed on the vertices of a grid, the corresponding penny graph is planar and bipartite; it can be written as \( G = (V_1 \cup V_2, E) \) where the set of vertices \( V_1 \) and \( V_2 \) represent the set of disks with centers in even and odd diagonals of the grid, respectively.

(b) A maximum independent set of this penny graph can be obtained from a maximum bipartite matching \([10]\); the time complexity is \( O(\sqrt{n|E|}) \) which is \( O(n^{1.5}) \) since the graph is planar.

4 Polynomial-time approximation scheme (PTAS)

We use two level shifting strategy of Hochbaum and Maass \([11]\) to propose a PTAS for the MIS problem for a unit disk graph. As in the earlier sections, we split the region into horizontal strips each of width 1. In the first level of shifting strategy, we perform \( k + 1 \) phases of execution. In the \( i \)-th phase \((0 \leq i \leq k)\), we partition the plane into blocks; the first block consists of \( i \) consecutive strips from the beginning, and other blocks consist of \( k \) consecutive strips leaving one strip between two consecutive blocks so that solutions of different blocks are non-intersecting. The last block may contain fewer strips (see also \([1]\)).

In a phase of the first level, we compute the solution of each block separately by applying the second level of shifting strategy (see Subsection 4.2), add up the solutions of the blocks to get the solution of that phase. The phase producing a solution of maximum cardinality, is reported.

4.1 Optimally computing MIS for unit disks centered in a \( k \times k \) square

Let \( \varphi_k \) be the maximum number of non-overlapping unit disks whose centers lie in a \( k \times k \) square region.

Lemma 4. \( \varphi_k \leq 9 \left( \left\lfloor \frac{k}{2} \right\rfloor \right)^2 \)

Proof. Follows from the fact that a \( 2 \times 2 \) square can contain at most 9 non-overlapping unit disks (divide \( 2 \times 2 \) square into 9 equal cells, the length of each diagonal of these cells is less than 1). \( \square \)

Let \( \sigma_k \) be the maximum number of mutually non-overlapping disks whose centers lie in a strip of width \( k > 1 \) and intersected by a vertical line \( \ell \).

Lemma 5. \( \sigma_k \leq \frac{7k}{3} + 2 \).

Proof. The proof of this lemma is similar to Lemma 3. All the disks whose centers lie in the same side of the vertical line \( \ell \) of the strip and are intersected by the line are within a \( k \times \frac{1}{2} \) rectangle \( R \). For \( k \leq 6 \), we can show that if we partition \( R \) into \( k + 1 \) equal cells by \( k \) horizontal lines, then each of these cells can not accommodate more than one points. The reason is that the maximum distance between two points residing in a \( \frac{k}{k+1} \times \frac{1}{2} \) rectangle is at most \( \sqrt{\frac{k}{k+1} \cdot \frac{1}{2}} < 1 \), when \( k \leq 6 \). So, when \( k \leq 6 \), the number of mutually non-overlapping disks centered in a strip of width \( k \) and intersected by a vertical line \( \ell \) is \( 2(k + 1) \). For \( k > 6 \), we obtain the bound by splitting the \( k \times 2 \) rectangle into \( \left\lfloor \frac{k}{2} \right\rfloor \) smaller rectangles each of size \( 6 \times 2 \) and remaining one of smaller size. Thus, in general, we have \( \sigma_k \leq 14 \times \left\lfloor \frac{k}{6} \right\rfloor + 2(k - 6 \times \left\lfloor \frac{k}{6} \right\rfloor + 1) = 2 \times \left\lfloor \frac{k}{6} \right\rfloor + 2k + 2 \leq \left( \frac{7k}{3} + 2 \right) \). \( \square \)

Let \( m = |C'| \), where \( C' \) is the set of unit disks whose centers lie in a \( k \times k \) square region. We choose all possible subsets of size \( 1, 2, \ldots, \varphi_k \) among the set of \( m \) disks. For each choice of size \( i \), the checking of
whether the chosen disks are mutually non-intersecting needs $O(ik)$ time in the worst case\(^3\). Thus, the total time is $O(k^3m^{σ_k})$. The extra space required for generating the possible subsets is $O(m)$. We now describe a faster method.

Consider the middle-most vertical line $\ell$ in the region $R$. Let it intersect a subset $S \subseteq C'$, where $|S| ≤ m$ in the worst case. As the maximum number of mutually non-intersecting members of $S$ intersecting $\ell$ is $σ_k$, we consider all possible mutually non-intersecting subsets of disks of sizes $0, 1, 2, \ldots, σ_k$. The number of such subsets can be at most $O(m^{σ_k})$. For each subset $S' \subseteq S$, compute a non-intersecting set of disks of maximum cardinality among the members in $C'$ that contains the members of $S'$ as stated below. Finally, the one having maximum size is reported.

While processing a subset $S' \subseteq S$, we remove the disks in $S'$, and those in $C'$ which are intersected by the members of $S'$. The remaining disks in $C'$ are partitioned into two disjoint subsets to the left and right of $\ell$. We compute the optimum solution of these two subsets independently using the same procedure recursively. The centers of each subset of disks is now contained in a rectangle of size $k \times [\frac{\ell}{2}]$.

We maintain an array containing the disks in $C'$ in sorted order of their $x$-coordinates. While executing a sub-problem in the recursive call, we can identify the subset of disks $S \in C'$ that are intersected by the corresponding vertical line $\ell$ using binary search. The centers of these disks are contiguous in the array $C'$. We need an array of size $σ_k$ to generate all possible combinations of disks of sizes $1, 2, \ldots, σ_k$ among the members in $S$. A valid subset is the one which (i) are mutually non-intersecting, and (ii) does not intersect with the disks in the solution considered in the levels of recursion prior to this level. Thus, in each level of recursion, we need to (i) preserve the array containing the permutation, and (ii) to pass the independent set of disks chosen till now to its next level, which can be at most $m$ in number. Again by Lemma 4, this number can be at most $ν_k$. Thus, considering all the levels of recursion the total space required can be at most $O(k \log k + \min(ν_k, m))$. The first term corresponds to the extra space required for storing a binary sequence of $k$ elements for all the levels of recursion.

We use $T(m, q)$ to denote the time for computing the optimum solution of a rectangle of size $k \times q$. Thus, we have $T(m, q) = O(\log m) + d_0m^{σ_k} \times (d_1k^2 + d_2k^3 + d_3k + 2T(m, \frac{q}{2}))$, where $d_0, d_1, d_2, d_3$ are constants. Here, $O(\log m)$ time is required to identify a disk in $S$ intersected by the corresponding vertical line $\ell$; the first, second, third and fourth terms inside the parenthesis indicate the time for (i) checking whether the chosen disks are non-intersecting, (ii) checking whether the chosen disks are non-intersecting with the disks in set $\chi$ chosen in the lower levels of recursion, (iii) inserting the chosen disks in the set $\chi$, and (iv) for solving the two sub-problems in the next level of recursion. Thus, we have $T(m, q) = \log m + c_1k^3m^{σ_k} + c_2\alpha^mT(m, \frac{q}{4})$, where $c_1$ and $c_2$ are constants. Solving this recursion, we get $T(m, k) = O(k^3m^{σ_k} \log k)$. Thus, we have the following results:

Lemma 6. The worst case time and extra space required for computing an optimum solution of the MIS problem for a set of $m$ disks whose centers lie in a square of size $k \times k$ is $O(k^3m^{σ_k} \log k)$ and $O(k \log k + \min(ν_k, m))$, respectively. Here $ν_k ≤ 9(\lfloor\frac{k}{2}\rfloor)^2$ and $σ_k ≤ \frac{2k}{3} + 2$.

4.2 MIS for unit disk layout of a block of width $k$

Here the objective is to find a set of non-intersecting subset of disks among the set of disks in $C_B$ whose centers lie in a block $B$ of width $k$ (determined by $k$ horizontal strips) where $k > 1$. We draw vertical lines at unit distance apart and execute $k + 1$ phases. In the $i$-th phase, we consider the first rectangle of size $i \times k$ and other consecutive $k \times k$ squares leaving one vertical strip between each of them\(^4\). In

\(^3\)We sort the chosen disks with respect to their $x$-coordinates in $O(i \log i)$ time in the worst case. Now, the testing of whether a chosen disk $c$ intersects any other chosen disk $c'$ needs at most $O(k)$ time. The reason is as follows: let $c$ be intersected by a vertical line $\ell'$, now we need to check $c$ with the chosen disks that are intersected by $\ell'$, and the vertical lines previous and next to $\ell'$ by traversing in the sorted list both towards the left and the right of $c$. The number of such disks is $O(k)$ (see Lemma 5) even if $i > k$.

\(^4\)In other words, the $i$-th phase consists of all the disks that are not intersected by the $i + j \times k$-th vertical line, for all $j = 0, 1, 2, \ldots$. 
Lemma 6, we show that the optimum solution of the MIS problem for a $k \times k$ square region $R$ can be solved in time $O(k^3 |C^*|^{\sigma_k \log k})$, where $C^* \subseteq C_B$ is the subset of disks whose centers lie inside the square and $\sigma_k \leq \frac{7k}{4} + 2$. The same result holds for a rectangle of size $i \times k$, $i < k$. This leads to the following result:

**Lemma 7.** Given a set $C_B$ of $n_B$ disks whose centers lie inside a block $B$ of width $k$, a non-intersecting subset $IS_B$ of the disks in $C_B$ can be computed in $O(k^4 n_B^{\sigma_k \log k})$ time, such that $|IS_B| \geq \frac{1}{\left(1 + \frac{2}{k}\right)} |OPT_B|$, where $OPT_B$ is a maximum cardinality subset of non-intersecting disks in the sets $C_B$ and $\sigma_k \leq \frac{7k}{4} + 2$.

**Proof.** The time complexity follows from the fact that (i) the shifting strategy consists of $k + 1$ phases, and (ii) the $k \times k$ squares considered in a phase are disjoint. The analysis of the approximation result is similar to that of the PTAS for fixed height rectangles proposed by Agarwal et al.[1]. Here, in the $i$-th phase, we have computed the optimum solution $IS_B^i$ for the set of disks considered in this phase. If $\alpha_i$ is the set of all disks in the optimum solution $OPT_B$ that are intersected by the vertical lines numbered $\{i + j \times k, \forall j = 0, 1, 2, \ldots\}$, then $|IS_B^i| \geq |OPT_B| - \alpha_i$. Since $\min_{i=0}^k \alpha_i \leq \frac{1}{k+1} |OPT_B|$, we have $|IS_B| = \sum_{i=0}^k |IS_B^i| \geq |OPT_B| - \frac{\sum_{i=0}^k \alpha_i}{k+1} \geq |OPT_B| - \frac{|OPT_B|}{k+1} = \frac{1}{\left(1 + \frac{2}{k}\right)} |OPT_B|$. 

**4.3 Approximation result and complexity**

**Theorem 3.** For a given integer $k \geq 1$, the two level nested shifting strategy for solving the MIS problem produces a solution of size $\frac{1}{(1 + \frac{2}{k})^2} |OPT|$, where $OPT$ is the subset of disks in an optimum solution. The worst case time and space complexities are $O(k^4 n^{\sigma_k \log k})$ and $O(n + k \log k)$, respectively, where $\sigma_k \leq \frac{7k}{4} + 2$.

**Proof.** The analysis of approximation result is similar to that in Lemma 7. In each phase, instead of computing the optimum solution, we are computing a solution of size $\frac{1}{(1 + \frac{2}{k})^2} |OPT|$. Thus, after executing the $k + 1$ phases, the reported answer (the solution of maximum size among the $k + 1$ phases) achieves an approximation factor $(1 + \frac{1}{k})^2$.

As the disks in different blocks are disjoint in a phase, the total time required for executing a phase is $O(k^4 n^{\sigma_k \log k})$. Since we need to execute $(k + 1)$-phases, the time complexity result follows. The space complexity is justified while explaining the recursion. 

A similar technique leads to a PTAS for the penny graph also. The complexity results are as follows:

**Theorem 4.** For a given integer $k \geq 1$, one can obtain a $(1 + \frac{1}{k})$-approximation result for penny graph in $O(2^{2^{\sigma_k} n k + n \log n})$ time using $O(2^{\sigma_k} + n)$ space, where $\sigma_k \leq \frac{7k}{4} + 2$.

**Proof.** While processing a block $B$ of width $k$ containing a set $C_B$ of disks ($m = |C_B|$) whose centers lie inside the block $B$, the sorting of those disk-centers with respect to their $x$-coordinates needs $O(m \log m)$ time. We use similar strategy as in Section 3. While solving this instance, the number of nodes in the graph corresponding to a vertical line can be at most $2^{\sigma_k}$. Here processing of a node needs comparing with the nodes on its predecessor and successor vertical line. Since the number of non-empty vertical strips in a block can be $O(m)$ in the worst case, the time for computing the optimal solution in the block $B$ of $m$ vertical strips is $O(2^{2^{2^{\sigma_k}} m})$. Since the disks of different blocks are disjoint. The time complexity of a phase is $O(2^{2^{2^{\sigma_k}}} n)$. Again, since we need to execute $k + 1$ phases, the overall time complexity is $O(2^{2^{2^{\sigma_k}} n})$. Using the same argument as in Section 3, the space complexity is $O(2^{\sigma_k} + n)$.

In each phase, as we compute the optimum solution of each block, so the analysis of the approximation factor is similar to that in Lemma 7.
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